
Detector challenges for  
proposed future 100 TeV 

hadron colliders

1

Sarah Eno

U. Maryland

P5 Town Hall, BNL, April 2023



FCC-hh: a proton-proton collider for our long-term future
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After the run of FCC-ee, the large ring can be re-purposed as a 
proton-proton collider..  The exact center-of-mass energy will  
depend on magnet development and ring size, but 30 ab-1 over 
25 years of 100 TeV  at 30x1034 cm-2s-1 running is envisioned. 

As with LHC, can also be used for heavy ion studies.
Can additionally be repurposed as an 
electron-hadron collider for precision proton 
studies 
https://www.frontiersin.org/articles/10.3389/fphy.
2022.886473/full



SppC after CEPC : another path
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I will use examples from FCC-hh, as I am part of that collaboration.  The goal specs, the work 
required, and technical challenges would be quite similar.



Yamamoto’s view on magnet timeline

4A. Yamamoto, 190513bb
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100 TeV hadron collider detector challenges
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There are many interesting detector challenges that should be solved before FCC-hh 
detector construction begins, perhaps 20-30 years before its start, which will perhaps be in 
the late 2070’s!  

There will be detectors made for other experiments between now and then.  Some of the 
necessary technology will be prototyped in these detectors.  In this talk, I will concentrate on 
those that risk getting missed if we rely only on that for our prototyping.  This has happened 
in the past.

THE 2021 ECFA DETECTOR RESEARCH AND DEVELOPMENT ROADMAP 
https://cds.cern.ch/record/2784893
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100 TeV pp collider detector challenges: radiation 
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We do have extensive experience with intense radiation environments from our HL-LHC 
preparations, but this really is another world.  Extensive R&D will be needed.

Activation at the end of run is an interesting challenge.

HL-LHC (CMS detector)  14 TeV, 3 ab-1 

-https://cds.cern.ch/record/2020886?ln=en
FCC-hh, 100 TeV, 30 ab-1

https://link.springer.com/article/10.1140/epjst/e2019-900087-0



100 TeV pp collider detector challenges: pileup
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● number of inelastic 
collisions per crossing:
○ LHC: 27
○ HL-LHC:  135 (5x)
○ FCC-hh 1026

● average of 20 b pairs 
per crossing

● average of 3 jets with 
p

T
>50

ONLY ABOUT 100 INELASTIC CROSSINGS

The detector community has developed remarkable tools for pileup identification for HL-LHC.  We 
need to go an order of magnitude beyond this for FCC-hh.  May need track timing of 5 ps



Strawman FCC-hh detector (an example)
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● excellent 4-momentum 
resolution for charged and 
neutral particles to very high 
pseudorapidities (~6)

● thick enough to contain the highest energy 
particles (12 lambda)

● radiation tolerant
● excellent pileup discrimination
● tracking resolution 10-20% at 10 TeV
● muon resolution 5% at 10 TeV
● excellent b tagging
● Calorimeter EM sampling term 10%, noise 

term <1.5 GeV including pileup
● HCAL constant term of 3%
● affordable

Important features in any FCC-hh detector 
(illustrated in this strawman)



BRN and ECFA roadmaps
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https://cds.cern.ch/record/2784893 
https://www.osti.gov/biblio/1659761
https://indico.cern.ch/event/994685/  

More detailed requirements for FCC-hh are laid out in the BRN and the ECFA roadmap.
Also, please see the excellent talk by Martin Aleksa

https://cds.cern.ch/record/2784893
https://www.osti.gov/biblio/1659761
https://indico.cern.ch/event/994685/


magnets
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 Martin Aleska at https://indico.cern.ch/event/994685/

To get the required momentum resolution to high enough pseudorapidity, need an unprecedented 
magnet:
● ATLAS 2.7 GJ
● CMS 1.6 GJ
● FCC-hh: 13 GJ????

Because the design of the experiment hall depends on the magnet design, this work 
needs to come early.



Solid State Detectors
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For 100 TeV proton colliders, improvements 
needed for vertex detectors, tracking, calorimeter.   
Much R&D needed

high priority items for vertex trackers are:
● position precision
● thinness
● low power
● high rates

high priority items for calorimeters are
● ultra-fast timing
● radiation tolerance, rate capacity
● large area wafers

Synergies:  good synergy with muon collider, 
except for rate and radiation requirements.  

(Tables like this from the ECFA report)
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 Martin Aleska at https://indico.cern.ch/event/994685/



Calorimetry
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For 100 TeV proton colliders, so much 
R&D need, 3 columns are needed, for 
different regions.  EM calorimeter 
especially challenging.  Known rad-hard 
calorimeters are liquid argon (will 
benefit from granularity improvement 
R&D for FCCee) or cherenkov-only 
detectors (but their resolution is not 
adequate)  Silicon (but will it saturate? 
extremely high granularity?)  
Calorimeter segmentation must be 
factor 4 smaller than HL-LHC 
calorimeters

Synergies: many with muon collider
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 Martin Aleska at https://indico.cern.ch/event/994685/
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 Martin Aleska at https://indico.cern.ch/event/994685/



Gaseous detectors
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For 100 TeV proton colliders, 
gas-based detectors considered 
only feasible for muon system, 
calorimeter.

high priority items are:
● radiation hardness
● fine granularity
● eco-gas
● rate capability

Synergies: for muon detectors, 
unique rad-hardness and rate 
capability requirements.  For 
calorimeters, good overlap with 
muon collider, except in rate 
capability.



electronics and data processing
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For 100 TeV proton colliders,  much 
R&D needed.  Basically everything 
is not up to its demands.  Tracker 
readout with zero supression is 
800 TB/s.  Industry is improving 
rate, but doesn’t care about rad 
hardness.  May need photonics 
integrated into CMOS.

Synergies: many with muon 
collider, some with FCC-ee



Software and Computing
● FCC-hh will be an unprecedented challenge for software & computing

● Pile up is foreseen to be potentially up to 1000 interactions per bunch crossing (HL-LHC: 200)
○ New approaches needed for reconstruction algorithms, particularly tracking (machine learning?)
○ Integrated design of detectors and software needed to mitigate pile up

● Gigantic data volumes (luminosity, detector, … ) will also pose challenges for computing 
infrastructure due to large data volume: storage, networking, end-user analysis, etc.

● Possibility of completely different software & computing hardware paradigms on such a 
timescale

○ Quantum computing?
○ Real-time analysis?
○ …

● Exploiting common software with FCC-ee: FCCSW using KEY4HEP ➜ Not restricted to FCC, 
common software needs to be more broadly applied

FCC-hh event with 1000 pileup? 😀

x10!

http://github.com/HEP-FCC
http://github.com/key4hep


Integration
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For 100 TeV proton colliders, 
high priority items are:
● magnets
● cooling systems
● improved radiation simulations
● dense signal feedthroughs, 

especially for Liquid Argon



particle identification and photons
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For 100 TeV proton colliders, work is 
on photodetectors

high priority items are:
● rad hard
● low noise
● fast timing

Synergies: strong synergies with 
FCC-ee and muon collider

Suspect we may find later that 
FCC-hh would benefit from TOF, 
TRD, dE/dx, maybe even RICH



specialized detectors
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In addition, understanding any specialized detectors for forward physics or long-lived 
particles needs to be done early, as this affects cavern design.



Conclusions
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● In order to take advantage of the great physics potential of FCC-hh, extensive detector 
development is necessary.

● the exact needs are documented in the FCChh CDR, and the BRN and ECFA roadmap



Backup
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FCC-hh parameters
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https://link.springer.com/article/10.1140/epjst/e2019-900087-0



Advances in SC Magnets for Accelerators
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Past:
• ISR-IR
• Tevatron  (Fermilab)
• TRISTAN-IR (KEK)
• HERA (DESY)
• Nuclotron (JINR)
• LEP-IR (CERN)
• KEKB-IR (KEK)

Present:
• RHIC (BNL)
• LHC (CERN)
• SRC (RIKEN) …..
Under Construction
• FAIR (GSI) …......
• HL-LHC (CERN)
• NICA (JINR)

Future:
• EIC (e-Ion)

• FCC-hh / HE-LHC
• SppC 
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Dipole 

IR Quadrupole 

Tevatron-D.          HERA-D.    RHIC-D.     LHC.D (NbTi)          HL-LHC 11T-D  (Nb3Sn)

  ISR-IRQ, LEP-IRQ    TRISTAN/KEKB-IRQ  LHCC-IRQ (NbTI)                   HL-LHC-IRQ (Nb3Sn)

SC-Cyclotron

 Fast-cycleShnchr.

A. Yamamoto, 190513bb

A. Yamamoto 
ESU Symposium 
Granada,
2019



Nb3Sn Conductor development for 
Accelerators (1998 ~ ) 

26

After 10 years of development, the US and EU development gave us the Nb
3
Sn conductor for HILUMI.

ITER
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HL-LHC 
specs

FC
C

FCC specs

Courtesy, G. de Rijk

A. Yamamoto, 190513bb

A. Yamamoto 
ESU Symposium 
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2019



Personal View on Relative Timelines
Timeline ~ 5 ~ 10 ~ 15 ~ 20 ~ 25 ~ 30 ~ 35

Lepton Colliders

SRF-LC/CC
Proto/pre-seri

es Construction Operation Upgrade

NRF—LC Proto/pre-series Construction Operation Upgrade

Hadron Collier (CC)

8~(11)T 
  NbTi /(Nb3Sn)

Proto/pre-seri
es Construction Operation Upgrade

12~14T
  Nb3Sn

Short-model R&D Proto/Pre-series Construction Operation

14~16T
  Nb3Sn Short-model R&D Prototype/Pre-series Construction

27A. Yamamoto, 190513bb

Note: LHC experience:  NbTi (10 T) R&D started in 1980’s -->  (8.3 T) Production  started in  late 1990’s, in ~ 15 years 

A. Yamamoto 
ESU Symposium 
Granada,
2019
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HFM R&D Goals

Pag
e 28

1. Demonstrate Nb
3
Sn magnet technology for large scale 

deployment, pushing it to its limits in terms of maximum field and 
production scale. 

a. The effort to quantify and demonstrate Nb
3
Sn ultimate field 

comprises the development of conductor and magnet 
technology towards the ultimate Nb

3
Sn performance. 

b. Develop Nb
3
Sn magnet technology for collider-scale production, 

through robust design, industrial manufacturing and cost 
reduction. 

2. Demonstrate the suitability of HTS for accelerator magnets, 
providing a proof-of-principle of HTS magnet technology beyond 
the reach of Nb

3
Sn. 

Performance

RobustnessCost

High-Field Magnet Development for HEP in Europe – A Roadmap by the LDG 
HFM Expert Panel, 2022 LDG Expert Panel: B. Auchmann (PSI/CERN), A. Ballarino (CERN), B. Baudouy (CEA Saclay), L. Bottura (CERN, Technical Secretary), P. 

Fazilleau (CEA Saclay), L. Garcia-Tabarés (CIEMAT, Co-Chair), M. Noe (KIT), S. Prestemon (LBNL), E. Rochepault (CEA Saclay), L. Rossi (INFN Milano), B. Shepherd (STFC), C. Senatore (Uni Geneva), P. 
Védrine (CEA Saclay, Chair)  HFM Project at CERN: A. Siemko (CERN); PSI MagDev Team: D. M. Araujo, A. Brem, M. Daly, M. Duda, C. Hug, J. Kosse, T. Michlmayr, H. G. Rodrigues, S. Sanfilippo

B. Auchmann, ICHEP 2022
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HFM R&D Timeline – 
Nb

3
Sn Conductor and Magnet R&D

HFM R&D Timeline – 
HTS Conductor and Magnet R&D

High-Field Magnet Development for HEP in Europe – A Roadmap by the LDG 
HFM Expert Panel, 2022
LDG Expert Panel: B. Auchmann (PSI/CERN), A. Ballarino (CERN), B. Baudouy (CEA Saclay), L. Bottura (CERN, Technical Secretary), P. Fazilleau (CEA Saclay), L. Garcia-Tabarés (CIEMAT, Co-Chair), M. 
Noe (KIT), S. Prestemon (LBNL), E. Rochepault (CEA Saclay), L. Rossi (INFN Milano), B. Shepherd (STFC), C. Senatore (Uni Geneva), P. Védrine (CEA Saclay, Chair) 
HFM Project at CERN: A. Siemko (CERN); PSI MagDev Team: D. M. Araujo, A. Brem, M. Daly, M. Duda, C. Hug, J. Kosse, T. Michlmayr, H. G. Rodrigues, S. Sanfilippo

B. Auchmann, ICHEP 2022
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HFM R&D Timeline – 
Cross-Cutting R&D Activities

B. Auchmann, ICHEP 2022



Time Indicator

Conceptual studies

R & D

Development

Industrialization

Series production

Industry participation

Total

1980 1985 1990 1995 2000 2005 2010

~ 15 years

~ 25 years

Case: LHC superconducting dipole magnets
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 Martin Aleska at https://indico.cern.ch/event/994685/



FCChh time scale
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https://arxiv.org/abs/1906.02693



FCC-hh timescale
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https://arxiv.org/abs/1906.02693



FCC-ee versus FCC-hh
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https://arxiv.org/abs/1906.02693



FCC-ee versus FCC-hh
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https://arxiv.org/abs/1906.02693



FCC-ee versus others

37

https://arxiv.org/abs/1906.02693


